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NRL High-resolution Dust Source Database
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• 10 years of DEP (2 yr MSG/RGB) imagery 
• COAMPS 10 m wind overlays  
• Surface weather plots  
• ENVI (Gis-like software) 
• NGDC topographical 10ºX10º tiles 
• Overlay 0.25º grid or use Google Earth (GE)

• Dust source area entered into database 
   (cursor location tool = 1km precision) 
• Cross-correlate land and water features 
   using maps, atlases, Landsat images 
   (detailed topographic, geographic,  
    and geomorphic information, GE)  
• Technical and governmental reports

Approach and Methodology

20110630 NRL MSG/RGB

Saudi 
Arabia

20030820 MODIS True Color



NRL High-resolution Dust Source Database

20030820 NRL DEP20030820 NRL DEP

Iran

Pakistan

Iran

Pakistan

• 10 years of DEP (2 yr MSG/RGB) imagery 
• COAMPS 10 m wind overlays  
• Surface weather plots  
• ENVI (Gis-like software) 
• NGDC topographical 10ºX10º tiles 
• Overlay 0.25º grid or use Google Earth (GE)

• Dust source area entered into database 
   (cursor location tool = 1km precision) 
• Cross-correlate land and water features 
   using maps, atlases, Landsat images 
   (detailed topographic, geographic,  
    and geomorphic information, GE)  
• Technical and governmental reports

Approach and Methodology

20110630 NRL MSG/RGB

Saudi 
Arabia

20030820 MODIS True Color20030820 NRL DEP

Iran

Pakistan



NRL High-resolution Dust Source Database

Solid red and purple shapes identify dust source  
areas located using DEP and MSG.

SW Asia DSD East Asia DSD

Mongolia

Saudi 
Arabia



Self-Organizing Map
SOMs reduce dimensionality by 
producing a map that objectively plots 
the similarities of the data by grouping 
similar data items together. 

SOMs learn to classify input vectors 
according to how they are grouped in 
the input space. 

SOMs learn both the distribution and 
topology of the input vectors they are 
trained on. This approach allows SOMs 
to accomplish two things, reduce 
dimensions and display similarities.
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Chad: Bodélé Depression  
Dust Event: March 16, 2010 (7Z -12Z)

Located at the southern edge of the Sahara Desert in north central Africa, is the lowest point in Chad. Dust storms from the Bodélé Depression occur on 
average about 100 days per year. The Bodélé depression is a single spot in the Sahara that provides most of the mineral dust to the Amazon forest.
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Selected SOM Classes

Chad: Bodélé Depression 

NRL MSG-RGB 20110109

Source area is not 
designated in first pass of 
MODIS reflectance and land 
surface classification.

1000 SOM Classes
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Selected Classes with Class 137

Chad: Bodélé Depression 

NRL MSG-RGB 20110109

Class 137 maps diatom 
sediment in depression.

1000 SOM Classes



Selected Classes Without Class 137

Chad: Bodélé Depression 

NRL MSG-RGB 201101091000 SOM Classes

Class 137 maps diatom 
sediment in depression.



Jan 1, 2006 True Color

Jan 1, 2006 NRL DEP

Sources along New Mexico/Texas border

The North American sources have a different  
spectral signature than those we saw in SW Asia

Agricultural on high planes 
Blue dessert areas



All 1000-Classes mapped for South America

Blue colored SOM-Classes are concentrated in  
Atacama and Salar de Uyuni deserts

White areas are salt flats



South America: Bolivia and Chile

July 18, 2010  MODIS Terra True Color 



South America: Bolivia and Chile

July 18, 2010  MODIS Terra True Color Selected SOM-Classes in 200s, 300s, and 400s



Why we care so much? 
Approximately 50 million Americans have 
allergic diseases, including asthma and 
allergic rhinitis, both of which can be 
exacerbated by PM2.5.  

Every day in America 44,000 people have an 
asthma attack, and because of asthma 
36,000 kids miss school, 27,000 adults miss 
work, 4,700 people visit the emergency 
room, 1,200 people are admitted to the 
hospital, and 9 people die. 

G E O L O C AT E D  A L L E R G E N  S E N S I N G  P L AT F O R M  ( G A S P )  
N S F  F U N D I N G  I S  P R O V I D I N G  A  C I T Y  W I D E  Q U A N T I TAT I V E  VA L I D AT I O N  C A M PA I G N  O F  O U R  S M A R T  C I T Y  N E T W O R K  O F  I O T  L A S E R  B A S E D  

M I N I AT U R E  P O L L E N  S E N S O R S  A N D  FA C I L I TAT E  A  L A R G E R  S C A L E  R O L L  O U T  I N  T H E  2 0 0  U S  I G N I T E  C I T I E S  A C R O S S  A M E R I C A .



Hourly Measurements from 55 countries and more than 8,000 measurement sites from 1997-present



Hourly Measurements from 55 countries and more than 8,000 measurement sites from 1997-present



 19

Sensing Assets



Clouds and Aerosols Earth’s water cycle

Atmospheric Chemistry
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REMOTE SENSING, MACHINE LEARNING AND PM2.5 4

Random Forests, etc.) that can provide multi-variate non-linear
non-parametric regression or classification based on a training
dataset. We have tried all of these approaches for estimating
PM2.5 and found the best by far to be Random Forests.

B. Random Forests
In this paper we use one of the most accurate machine learn-

ing approaches currently available, namely Random Forests
[53], [54]. Random forests are composed of an ensemble of
decision trees [55]. Random forests have many advantages
including their ability to work efficiently with large datasets,
accommodate thousands of input variables, provide a measure
of the relative importance of the input variables in the re-
gression, and effectively handling datasets containing missing
data.

Each tree in the random forest is a decision tree. A decision
tree is a tree-like graph that can be used for classification
or regression. Given a training dataset, a decision tree can
be grown to predict the value of a particular output variable
based on a set of input variables [55]. The performance
of the decision tree regression can be improved upon if,
instead of using a single decision tree, we use an ensemble
of independent trees, namely, a random forest [53], [54]. This
approach is referred to as tree bootstrap aggregation, or tree
bagging for short.

Bootstrapping is a simple way to assign a measure of ac-
curacy to a sample estimate or a distribution. This is achieved
by repeatedly randomly resampling the original dataset to
provide an ensemble of independently resampled datasets.
Each member of the ensemble of independently resampled
datasets is then used to grow an independent decision tree.

The statistics of random sampling means that any given tree
is trained on approximately 66% of the training dataset and
so approximately 33% of the training dataset is not used in
training any given tree. Which 66% is used is different for
each of the trees in the random forest. This is a very rigorous
independent sampling strategy that helps minimize over fitting
of the training dataset (e.g. learning the noise). In addition, in
our implementation we keep back a random sample of data not
used in the training for independent validation and uncertainty
estimation.

The members of the original training dataset not used in a
given bootstrap resample are referred to as out of bag for
this tree. The final regression estimate that is provided by
the random forest is simply the average of the ensemble of
individual predictions in the random forest.

A further advantage of decision trees is that they can provide
us the relative importance of each of the inputs in constructing
the final multi-variate non-linear non-parametric regression
model (e.g. Tables II and III).

C. Datasets Used in Machine Learning Regression
1) PM2.5 Data: As many hourly PM2.5 observations

as possible that were available from the launch of Terra
and Aqua to the present were used in this study. For
the United States this data came from the EPA Air
Quality System (AQS) http://www.epa.gov/ttn/airs/airsaqs/

TABLE II
VARIABLES USED IN THE MACHINE LEARNING ESTIMATE OF PM2.5 FOR
THE MODIS COLLECTION 5.1 PRODUCTS FOR THE TERRA AND AQUA
DEEP BLUE ALGORITHM SORTED BY THEIR IMPORTANCE. THE MOST

IMPORTANCE VARIABLE FOR A GIVEN REGRESSION IS PLACED FIRST WITH
A RANK OF 1.

Terra DeepBlue

Rank Source Variable Type

1 Population Density Input
2 Satellite Product Tropospheric NO2 Column Input
3 Meteorological Analyses Surface Specific Humidity Input
4 Satellite Product Solar Azimuth Input
5 Meteorological Analyses Surface Wind Speed Input
6 Satellite Product White-sky Albedo at 2,130 nm Input
7 Satellite Product White-sky Albedo at 555 nm Input
8 Meteorological Analyses Surface Air Temperature Input
9 Meteorological Analyses Surface Layer Height Input
10 Meteorological Analyses Surface Ventilation Velocity Input
11 Meteorological Analyses Total Precipitation Input
12 Satellite Product Solar Zenith Input
13 Meteorological Analyses Air Density at Surface Input
14 Satellite Product Cloud Mask Qa Input
15 Satellite Product Deep Blue Aerosol Optical Depth 470 nm Input
16 Satellite Product Sensor Zenith Input
17 Satellite Product White-sky Albedo at 858 nm Input
18 Meteorological Analyses Surface Velocity Scale Input
19 Satellite Product White-sky Albedo at 470 nm Input
20 Satellite Product Deep Blue Angstrom Exponent Land Input
21 Satellite Product White-sky Albedo at 1,240 nm Input
22 Satellite Product Scattering Angle Input
23 Satellite Product Sensor Azimuth Input
24 Satellite Product Deep Blue Surface Reflectance 412 nm Input
25 Satellite Product White-sky Albedo at 1,640 nm Input
26 Satellite Product Deep Blue Aerosol Optical Depth 660 nm Input
27 Satellite Product White-sky Albedo at 648 nm Input
28 Satellite Product Deep Blue Surface Reflectance 660 nm Input
29 Satellite Product Cloud Fraction Land Input
30 Satellite Product Deep Blue Surface Reflectance 470 nm Input
31 Satellite Product Deep Blue Aerosol Optical Depth 550 nm Input
32 Satellite Product Deep Blue Aerosol Optical Depth 412 nm Input

In-situ Observation PM2.5 Target

Aqua DeepBlue

Rank Source Variable Type

1 Satellite Product Tropospheric NO2 Column Input
2 Satellite Product Solar Azimuth Input
3 Meteorological Analyses Air Density at Surface Input
4 Satellite Product Sensor Zenith Input
5 Satellite Product White-sky Albedo at 470 nm Input
6 Population Density Input
7 Satellite Product Deep Blue Surface Reflectance 470 nm Input
8 Meteorological Analyses Surface Air Temperature Input
9 Meteorological Analyses Surface Ventilation Velocity Input
10 Meteorological Analyses Surface Wind Speed Input
11 Satellite Product White-sky Albedo at 858 nm Input
12 Satellite Product White-sky Albedo at 2,130 nm Input
13 Satellite Product Solar Zenith Input
14 Meteorological Analyses Surface Layer Height Input
15 Satellite Product White-sky Albedo at 1,240 nm Input
16 Satellite Product Deep Blue Surface Reflectance 660 nm Input
17 Satellite Product Deep Blue Surface Reflectance 412 nm Input
18 Satellite Product White-sky Albedo at 1,640 nm Input
19 Satellite Product Sensor Azimuth Input
20 Satellite Product Scattering Angle Input
21 Meteorological Analyses Surface Velocity Scale Input
22 Satellite Product Cloud Mask Qa Input
23 Satellite Product White-sky Albedo at 555 nm Input
24 Satellite Product Deep Blue Aerosol Optical Depth 550 nm Input
25 Satellite Product Deep Blue Aerosol Optical Depth 660 nm Input
26 Satellite Product Deep Blue Aerosol Optical Depth 412 nm Input
27 Meteorological Analyses Total Precipitation Input
28 Satellite Product White-sky Albedo at 648 nm Input
29 Satellite Product Deep Blue Aerosol Optical Depth 470 nm Input
30 Satellite Product Deep Blue Angstrom Exponent Land Input
31 Meteorological Analyses Surface Specific Humidity Input
32 Satellite Product Cloud Fraction Land Input

In-situ Observation PM2.5 Target

detaildata/downloadaqsdata.htm and AirNOW http://www.
airnow.gov. In Canada the data came from http://www.
etc-cte.ec.gc.ca/napsdata/main.aspx. In Europe the data came
from AirBase, the European air quality database main-
tained by the European Environment Agency and the Euro-



Air Quality: Long-Term Average 1997-present

Used around 40 TB of different BigData sets from satellites, meteorology, 
demographics, in-situ sensors and scraped web-sites and social media to 
estimate PM2.5.



This is a BigData Problem of 
Great Societal Relevance

• Collecting data in real time from national and 
global networks requires bandwidth.

• With the next generation of wearable sensors and 
the internet of things this data volume will 
rapidly increase.

• A variety of applications enabled by BigData, 
higher bandwidth and cloud processing.

• Future finer granularity and two way 
communication will dramatically increase the size 
of the data bringing air quality to the micro scale, 
just like weather data.

Time Taken
10 Mbps 20 Mbps 50 Mbps 1 Gbps

40 TB training data
4 Gb update

185 days 93 days 37 days 1 day 21 hours
54m 27m 11m 32s



Four Corners Power Plants

Sonoran Dessert
Los Angeles Area

Central Valley

Common Fire Area
Close Ups Showing Good Agreement With Observations

Alaska

(a)

(b) (c)

(d)

Great Salt Lake Desert



Ideal Spatial resolution is 0.5 km
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Figure 4. Data captured on May 23, 2014 (a) and May 28, 2014 (b). Color scale indicates PM2.5 
concentration.                                                                                  
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(a) 

 
(b) 

Figure 5. Histograms and frequency distributions for May 23, 2014 (a) and May 28, 2014 (b). The color of the histogram 
represents the aqi defined by the EPA.                                                                                 

 
12 through the morning of May 14. Epoch D, corresponding to the data collected on May 14, showed the lowest 
particle counts for the month. Epoch E corresponds to several days of no rain and shows a steady increase of 
particle counts ending with 3 days of slight rainfall totaling only 6.86 mm (0.27") on May 25 - 27. However 
even though the amount of rain was approximately half of what fell very quickly on May 8, epoch F shows a 
decrease in particle counts. This indicates that a quick rainfall may not wash particles out of the atmosphere. An 
extended period of rain is needed. 

To objectively characterize the different types of size distribution observed, an SOM was used to classify the 
particle counts into 10 classes using each size bin as a variable, as seen in Figure 3(c). For most epochs, the data 
falls into several classes, but epochs C and D fall solely into classes 9 and 10, respectively. Comparing the size 
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Cascade of accuracies
1. EPA certified instrument:   $25,000-$50,000  (primary) 
2. Medium accuracy:   $2,000-$5,000      (secondary) 
3. Inexpensive but useful:  $200-$500            (tertiary)

Colocation



Example Machine Learning Calibration

Training Data Set Independent 
Validation 
Note the inclusion 
of error estimates.

Uncalibrated  
Data Set

Calibration is greatly improved when it is multivariate, 
nonlinear and parametric.

 28



Representativeness
● When performing chemical data assimilation the 

observational, representativeness, and theoretical 
uncertainties have very different characteristics.  

● We routinely accurately characterize the 
representativeness uncertainty by studying the 
probability distribution function (PDF) of 
observations. The average deviation has been 
used as a measure of the width of the PDF and 
of the variability (representativeness uncertainty).  

● The representativeness uncertainty can be 
markedly different from the observational 
uncertainty and clearly delineates mixing barriers.

Source: doi:10.1016/
j.atmoscilet.2003.11.002
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VA Decision Support Tools

More Than 40 Data Products from In-situ Observations, NASA Earth Observations, Earth System 
Models, Population Density & Emission Inventories 

Personalized Alerts Dr. Watson
Staffing & Resource 

Management

Machine Learning

Daily Global Air 
Quality Estimates

NASA Earth 
Observation Data

NASA Earth System 
Model Products

Population Density and 
Other Related Products

ER Admissions
All ICD Codes

All Prescriptions

Machine 
Learning

Machine 
Learning

THRIVE Medical 
Environment Analytics 

Engine



Biometrics & Environmental Measurements

• IRB approval granted


- Environmental Sensors


- Biometric Sensors


• Building/calibrating 130 sensor 
network.


• Machine learning tools are in 
place.


• Subject recruiting about to start.

 32



Biometric Measurements
EEG 
Brain Activity

e.g. Cognitive Processes

ECG 
Heart Activity

e.g. Anxiety

EMG 
Muscle Activity

e.g. Performance

GSR 
Skin Conductance

e.g. Alertness

Respiration

PPG/SpO2/HR 
Oxygen saturation 

Pupil Dilation 
Cognitive Load

and more 
Temperature,

HRV, IMU, ….

1

2

3
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Environmental Measurements
• Particle spectrometers measuring from 

10 nm - 100 microns in a few hundred 
size bins.


• Mass spectrometer measuring 
molecules up to 300 amu. With inlets at 
top and bottom of the car so we can 
measure vertical gradient in heavier 
than air gasses.


• NIST calibrated illuminance 
Spectrophotometer (360-780 nm).


• Distributed sensors streaming 24/7.

 34
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MINTS Comprehensive Sensing & Machine Learning 
Multi-scale Integrated Interactive Intelligent Sensing and Simulation 

CBRN (Chemical Biological Radiological Nuclear) Sentinels For Actionable Insights

MINTS Comprehensive Context Engine

24/7 
Streaming 
Distributed 
Sentinels

Satellite 
Sentinels

Aerial 
Survey  

Sentinel

Robotic 
Boat 

Sentinel

Underwater 
Sentinel

Simulation 
Sentinels

Ground 
Survey 

Sentinels

Walking 
Sentinels

Eight Sentinel Types

Biometrics Package

1

2

3

Schematic showing the holistic biometric sensing environment we propose making the human response an integral part of the sensor 
network. (1) Equivital Black Ghost system, (2) Cognionics 64 electrode EEG cap, and (3) Tobii Pro Glasses 2 for eye tracking.

Human Performance

Real-time 
Environmental 

Context

Real-time 
Biometric State

Actionable 
Insights

Machine  
Learning 
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What is Machine Learning?
Machine learning is an automated approach 
to building empirical models from the data 
alone.  

As Arthur Samuel coined the term 
Machine Learning in 1959. He said 
machine learning gives ‘computers 
the ability to learn without being 
explicitly programmed.’  

Just as humans learn by experience, 
machine learning algorithms let computers 
learn from data. 

Machine	

Learning

Supervised

Regression Classification

Unsupervised

Clustering

Discriminant	

Analysis

Neural	

Networks

Naïve	Bayes

Support	Vector	

Machines

Decision	Trees

Ensemble	

Methods

Gaussian	

Process	

Regression

Neural	

Networks

Support	Vector	

Regression

Linear	

Regression,	

GLM

Decision	Trees

Ensemble	

Methods

Logistic	

Regression	

Classifiers

SOM	Neural	

Networks

Hierarchical

Gaussian	

Mixture

K-mediods,							

K-Means,	Fuzzy	

C-Means

Hidden	

Markov	

Models

Generative	

Topographic	

Mapping

t-SNE

Arthur Lee Samuel 
1901-1990



Two Key Ingredients
For a successful application of machine learning we have 
two key ingredients, both of which are essential: 

• A machine learning algorithm,  
• A comprehensive training dataset that the algorithm can 

learn from.  

Once the training has been performed, the empirical model 
should always be tested using an independent validation 
dataset to see how well it performs when presented with 
data that the algorithm has not previously seen, i.e. we 
need to test the generalization. This can be, for example, 
a randomly selected subset of the training data that was 
held back and then utilized for independent validation. 

1

2



Raw Data
Select & Merge, 

Clean & Transform

1

2

3

n

Data Sources

Feature Selection
Feature selection, Feature 

Engineering, Scaling, 
Dimensionality Reduction, 

Principal Component Analysis, 
Sampling 

Training Data

Independent 
Validation Data

Creating Model
Performance Metrics,

Cross-Validation,
Model Selection

Model Evaluation
Scatter Diagram for Regression, 

Confusion Matrix for Classification,
Goodness of Fit Metrics,

Relative Importance of Inputs

Prediction Using 
Previously Unseen Data

Insights

Improve



Independent Verification
It is critical to emphasize that 
before using a machine 
learning model operationally, or 
for key decision making tasks, 
the model’s performance 
should always be 
independently verified.  

Often the training data will be 
randomly split up into two portions. 
One portion is used for training, the 
other is not used in the training but 
reserved for an independent validation 
once the training is complete. 



Machine Learning Regression
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y = f (x1, x2, x3, x4 , x5,…, xn )

Multivariate, nonlinear, nonparametric
n can be very large

Training Data

Regression



ClassificationMachine Learning 
Supervised Classification

Multivariate, non-linear, non-parametric
n can be very large
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Clustering (Unsupervised Classification)
Machine Learning 

Unsupervised Classification

Multivariate, non-linear, non-parametric
n can be very large
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